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EMOPASS project
Exascale Microprocessor and Tools for Strategic and Scientific Application Performance

• Objectives: Advancing the ARM Ecosystem for European Scientific Flagship Codes

• Consortium:
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EMOPASS impact
Exascale Microprocessor and Tools for Strategic and Scientific Application Performance

• Context: European Scientific Flagship Codes from EU Center of Excellence Galaxy
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EMOPASS application landscape
Exascale Microprocessor and Tools for Strategic and Scientific Application Performance

• Each EU CoE represents a scientific community with its own flagship codes…
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EMOPASS application landscape
Exascale Microprocessor and Tools for Strategic and Scientific Application Performance

• … and pathfinders
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EMOPASS methodology
Exascale Microprocessor and Tools for Strategic and Scientific Application Performance
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MAQAO
In brief

• MAQAO (Modular Assembly Quality Analyzer and Optimizer) is a performance 
analysis and optimization framework
• Operates at binary level
• Focus on core/node performance
• Guides application developers along the optimization process through synthetic 

reports and hints
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Quantum Espresso
Overview

• Quantum ESPRESSO
• major open-source (set of) code(s) for quantum materials modelling using the plane-wave 

pseudopotential method.

• Mini-app: FFTXlib_wave

• Work done by Marc Sergent (Eviden CEPP)

https://www.quantum-espresso.org/
https://gitlab.com/max-centre/components/mini-apps/-/tree/main/Quantum_Espresso/fftxlib_wfcs
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Quantum Espresso
MAQAO profiling ACFL – NEON vs SVE on Grace
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Quantum Espresso
MAQAO profiling ACFL – NEON vs SVE on Grace

Assembly code of grid_set routine in fft_types.f90: 1249-1262
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Quantum Espresso
MAQAO profiling ACFL – NEON vs SVE on Grace

Assembly code of cft_1z routine in fft_scalar.FFTW3.f90: 135-135
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Quantum Espresso
Optimization of grid_set routine   

• Compiler unable to vectorize the 
innermost loop

• Due to if(…) MAX construct

• Compiler does not know the 
reduction operator
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Quantum Espresso
Optimization of grid_set routine   

• Optimization applied:

• Change computations of 
intermediate variables to 
associated loop nest level

• Change IF(…) MAX construct with 
equivalent MAX(…, MERGE(…)) 
construct

• Numerical correctness checked
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Quantum Espresso
Optimization of grid_set routine   

Ampere Altra (Neoverse N1)
1 MPI process 1 OpenMP thread

Global metrics between:
• non-optimized ACFL (r0)
• ACFL with with grid_set

optimization (r1)

→ 10.6% performance gain
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ChaNGa
Overview

• ChaNGa (Charm N-body GrAvity solver)
• An adaptable N-body and gas dynamics code
• Work done by Matthieu Kuhn (Eviden CEPP)

Source: https://www.space-coe.eu/codes/changa.php

https://github.com/N-BodyShop/changa
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ChaNGa
Compilation score

• Compilation score available and clickable into global metrics
• Enables to check the code was compiled with the appropriate flags
• Can be further inspected in case of low score to see which flags are missing
• Improve until you reach 100%!
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ChaNGa
Compiler comparison

• Use the right compilation flags to achieve 100% compilation score
• Then try different compilers and compare global metrics on Grace node with SVE enabled

~6% difference of Total time
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ChaNGa
Vectorization analysis

• Comparison report between different configurations (e.g. compilation here)
• Metrics about vectorization with remaining speedups to be achieved
• Can be further inspected to find the most important loops to be optimized

ChaNGa on GRACE CPU, LLVM compiler, vectorization support comparison
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ChaNGa
Loop profiling on NEON

• Find the most time-consuming loops
• See vectorization status into details and remaining speedup if fully vectorized
• Further inspect each loop and see recommendations to improve performances (vectorization, memory 

access patterns, …)
• Assembly code available (for the braves!)

• Looking at the code of first loop → several vectorization inhibitors are present:
• conditional branches, function calls within loop, data dependencies in accumulation loop

• Recommendations:
• Restructure the computations to minimize branching, inlining the called function, reorganizing the data 

layout into SoA
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Focus on MAQAO
New Features
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MAQAO new features
When collaboration brings ideas

• The EMOPASS project was the occasion for implementing new features in the MAQAO 
Performance Analysis Framework, such as:

• Support of Arm Neoverse N1, Arm Neoverse V1 and Arm Neoverse V2,

• High-level reports providing clear feedback on key issues in the application 
performance,

• Detection of the activity of each thread during application execution,

• Detection of threads placement, migration and pinning.
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MAQAO new features
When collaboration brings ideas

• High level summary: overview of key points of the application profile and assessment of their impact on 
overall performance

TBD
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MAQAO new features
When collaboration brings ideas

• Threads activity summary: this view displays the average number of active threads over of the course of the 
application's execution

TBD
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Focus on LLVM
Outer-Loop-vectorisation and other improvments
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LLVM
When collaboration brings ideas

Outer-Loop-vectorisation (Poster presented at LLVM'23) : 
• Often vectorizing the inner-most loop is the best thing to do
• However outer-loop vectorization is a better choice

https://sipearl.com/wp-content/uploads/2025/03/LLVM_Dev_Meeting_2023_Poster_OLV_SiPearl.pdf
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LLVM
When collaboration brings ideas

Other improvments 
• Improved vectorization and Fortran support in the new flang front-end
o Support of many (mostly intel one) pragmas: 
▪ UNROLL, INTERLEAVE,  DISTRIBUTE,  
▪ IVDEP 

o Help upstream to compile ABINIT with flang-new 
o Add missing flags for: –m64, 
o Add missing intrinsics :
▪ PERROR
▪ DERF/C
▪ CHDIR
▪ TAN, COTAN, COTAND,

• New, more accurate, scheduling model for Neoverse-V1
• …. and more : Branch on Superword,  Data Dependent Exit, Scalable Interleave Groups,
• … And extensive evaluation of Vectorization Interleaving Factor impact on AArch64 (ISC'25 research paper)

https://www.abinit.org/
https://ieeexplore.ieee.org/abstract/document/11018308
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Conclusion
In a nutshel

Great Collaboration for 
Advancing the ARM Ecosystem for European 

Scientific Flagship Codes
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Amazing team of experts
Great Collaboration Advancing the ARM Ecosystem 

Thank you for your attention!

TBD
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